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Predicting behavioral data using ID3 
 

 

Abstract—Predicting human behavioral data is challenging due to its characteristics like huge in size of data, different behaviors and 

interest outcomes of every individual is imbalance in state. Due to this, predicting an accurate model for identifying the behavior of 

human beings is a biggest challenge. To address this challenge we can depend upon various statistical models to describe about the 

behavioral data of individuals. Here, we consider an algorithm ID3 (Iterative Dichotomiser 3) Decision Tree which is a variant of 

decision tree algorithms. It is the most suited algorithm for identifying the categorical data values.  

Index terms— ID3, categorical data values, Human behavioral data, Feature selection 

 

 

I. INTRODUCTION 

 

In recent years, prediction has become a biggest challenge 

for evaluating social data using supervisory models. This 

issue is resolved by integrating various algorithms such as 

Machine Learning, Decision Trees and Support Vector 

Machines (SVM). These algorithms have the ability to 

accurately predict untrained data over trained interpretable 

models.  

 

Interpreting behavioral data of each and every individual is 

successfully done by using Artificial Intelligence 

techniques. We know that behavioral data is massive in 

nature which consists of many individual records, each 

with a large number of potentially highly correlated 

features. However, the data is also different and 

imbalanced. Also the data is composed of subclasses that 

vary widely in their behavioral characteristics. For 

example, online users have very less number of followers 

and indeed they post a fewer number of messages. 

However, few users have millions of potential followers. 

Avoiding sparse behavioral characteristics of many 

individuals may lead data analysts to predict inaccurate 

conclusions due to various statistical procedures. 

 

Online communities, Machine learning and data science 

have proposed a number of approaches to understand the 

data using supervised models. The popular models are 

regression methods, decision trees and their ensemble 

variants, such as random forests and boosting methods. 

However, these approaches are dominant one upon 

another. For example, Regression models (e.g., Lasso, 

Logistic Regression, Linear Regression, Elastic Net) 

others limited interpretability due to their failure to capture 

relationships in data that do not adhere to this form, and 

thus can be ineffective at adequately representing the data. 

Tree-based methods are very effective at capturing non-

linear and imbalanced data, yet have limited 

interpretability. However, they provide a metric of feature 

importance, the relationship between the response and 

features is more ambiguous as it requires moving towards 

the depths of many trees, potentially with the same features 

appearing at different levels. 

 

II. RELATED WORK 

 

Explanations of human and social phenomena that provide 

interpretable causal mechanisms often ignore their 

predictive accuracy. However, we argue that the increasing 

computational nature of social science is beginning to 

reverse this conventional bias against prediction; and, it 

has also highlighted three important issues that require 

resolution. Firstly, current practices for evaluating 

predictions must be better standardized. Theoretical limits 

to predictive accuracy in online systems must be 

optimized, thereby setting forecasting for what can be 

predicted or explained as a second issue. As a third 

challenge, predictive accuracy and interpretability must be 

recognized as complements. Resolving these three issues 

will lead to better, more replicable, and more useful social 

science. 

Jon Kleinberg, Himabindu Lakkaraju et. al, in their paper 

came to a conclusion that judges may fail in offering a 

good decision about the defendants. The authors analyzed 

a case study about prediction of judgement over many 

criminals. The judges generally take decisions based on 

prior judge decisions. This makes it hard to evaluate 

counterfactual decision based on various parameters such 

as judges may have a broader set of preferences; for 

instance, judges may care specifically about violent 

crimes or about racial inequities.   
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III. METHOD 

 
Motivated by the need for algorithms that perform 

strongly the goal of prediction, we propose an Iterative 

Dichotomiser 3 (ID3), a mathematically principled 

method for learning interpretable statistical models of 

behavioral data. The algorithm, which is a variant of 

decision trees, transforms raw data to rule based 

decision making trees. It is both highly interpretable and 

can be used for out-of-sample prediction. In addition, 

the learned models can be used to visualize data. 

 

ID3 works as follows: First of all, Dichotomization means 

dividing data into two completely opposite things. The 

algorithm iteratively divides attributes into two groups 

which are the most dominant attribute and others to 

construct a tree. After that it calculates the entropy and 

information gain of each attribute. In this way, the most 

dominant attribute ca be determined. Then the most 

dominant one is put on the tree as a decision node. 

Thereafter, entropy and gain scores would be calculated 

again among other attributes. Thus the next most dominant 

attribute is found. Finally, this procedure continues until 

reaching a decision for that branch. 

 

To execute the proposed method, we apply it to model a 

variety of datasets, from most significant to large-scale 

heterogeneous behavioral data that we collect from social 

platforms, including Twitter, Facebook etc. To better 

understand the behavior of human beings, ID3 uses 

Entropy. Entropy is a measure for calculating the certainty 

of an element i.e., for example, the element can provide a 

response of type “yes” or “no”. The formula for Entropy 

is: 

 

 
 

Where   P= p1,p2,…..pn 

 

The next step of ID3 is Information Gain. Gain is 

determined by partitioning a set T into subsets T1, T2, .., Tn 

. 

 

 
                                                       

To implement ID3 algorithm, attributes play a big role. 

Every attribute needs to help the algorithm with 

distinguishing between different query contexts, or no 

information gain will result from a split on it. To help with 

distinguishing between query contexts, the time of the 

query and the query string were used.  Given these 

attributes, it is possible to calculate or to predict the human 

behavior. 

 

IV. CONCLUSION 

 

Examination of current research practice suggests that, by 

and large, researches opt for a different framework like 

usage of Deep Learning, Recurrent Neural Networks, Data 

Science etc. to predict “What is going on inside people’s 

head’s, as a basis for predicting future behavior. In 

particular, we are planning to make use of ID3 algorithm 

for human behavioral prediction. 
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